
 

 
 
 
 
TOPOLOGY OPTIMIZATION OF COMPOSITE MATERIALS 

WITH OPTIMAL STIFFNESS AND THERMAL CONDUCTIVITY 
 
 

X.Y. Yang1 *, †, X. Huang1, Y.M. Xie1, Q. Li2 and J.H. Rong3 
1School of Civil, Environmental and Chemical Engineering, RMIT University, GPO Box 

2476, Melbourne 3001, Australia 
2School of Aerospace, Mechanical and Mechatronic Engineering, The University of Sydney, 

NSW 2006, Australia 
3School of Automotive and Mechanical Engineering, Changsha University of Science and 

Technology, Changsha 410076, China 
 
 

ABSTRACT 
 

This paper presents the bidirectional evolutionary structural optimization (BESO) method for 
the design of two-phase composite materials with optimal properties of stiffness and thermal 
conductivity. The composite material is modelled by microstructures in a periodical base cell 
(PBC). The homogenization method is used to derive the effective bulk modulus and thermal 
conductivity. BESO procedures are presented to optimize the two individual properties and 
their various combinations. Three numerical examples are studied. The results agree well with 
those of the benchmark microstructures and the Hashin-Shtrikman (HS) bounds. 
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1. INTRODUCTION  
 

Topology optimization has been an active research field for several decades. Among the 
various methods developed up to date, the material distribution model based on 
homogenization method has become widely popular since its original formulation by Bendsøe 
and Kikuchi [1]. One may refer to [2] for an extensive bibliography on the theory and 
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application of this method. Another class of method is based on Solid Isotropic Material with 
Penalization (SIMP) [3] which essentially applies a certain interpolation function and uses 
penalty to enforce an discrete (0,1) solution.  

In both the homogenization and SIMP methods, the discrete problem is relaxed and a 
continuous design variable is used instead. Among a class of methods which directly deals 
with the discrete variable, evolutionary structural method (ESO) [4,5] has been developed 
extensively and has demonstrated its effectiveness. The original ESO uses the simple routine 
of gradually removing inefficient materials to reach an optimum. It is then formulated into a 
bidirectional ESO (BESO) where the materials are to be added if necessary [6]. More 
recently, BESO has been significantly improved in aspects such as the filter technique and 
material interpolations. This new version of BESO proves to be more robust and efficient 
[7,8]. It is also extended to address structures of two or multiple materials [9]. 

While topology optimization is originally developed for macrostructures, it is later formulated to 
tackle the microstructural or material design.  In material design it is usually to find the optimal 
microstructures which fulfill the desired functions and properties. Central to its rapid development 
is the formulation of the inverse homogenization method which essentially applies topology 
optimization on a periodic base cell (PBC) [10-12]. Various material properties have been studied 
such as the bulk modulus [13], thermal expansion [14] and thermal conductivity [15-16]. The 
results are verified by good comparison to the analytical solutions [17-19], as well as the theoretical 
bounds such as the Hashin-Shtrikman (HS) bounds [20-21]. 

As the first attempt to address the microstructural or material design, the BESO method 
has been developed to optimize the bulk modulus and shear modulus for cellular materials 
[22]. In this paper it is to address the two-phase composite material with the properties of bulk 
modulus and thermal conductivity to be optimized. The two properties are optimized either 
independently or simultaneously.  

The paper is organized as follows. It first briefly presents the calculation of the effective 
bulk modulus and thermal conductivity by the inverse homogenization, followed by the 
sensitivity analysis of the two properties. While the general equations for the sensitivity are 
well-known, a further derivation is conducted to facilitate the BESO implementation. The 
BESO procedure is then briefly presented. In the example section, the method is implemented 
on three examples. The results are discussed and compared with benchmarks. Then 
conclusions on the effectiveness of the method are made toward the end.  

To keep the main text concise, details of sensitivity derivations are presented in the Appendix. 
 
 

2. FORMULATION OF OPTIMIZATION PROBLEM  
 

2.1 Effective properties and sensitivity analysis 

2.1.1 Elastic properties 

The material consisting of different phases and/or viod is modeled by microstructures within a 
periodical base cell (PBC) which is discretized by NE finite elements. Using the 
homogenization theory [ 910-12], the homogenized or effective elastic tensor is expressed as  

 



TOPOLOGY OPTIMIZATION OF COMPOSITE MATERIALS... 
 

 

399 

 ∑ ∫∑
==







 −−==

NE

e e
e

jjTiTi

Ye

NE

e

e
ij

H
ij dY

Y
QE

e

1
00

1
)()(1 εεEεε , (1) 

 
where E  is the elastic constitutive matrix, 0ε  is the unit test strain field and ε is the induced 
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The sensitivity analysis can be conducted by using the adjoint method [ 1]. The equation 

for the sensitivity of H
ijE  with respect to the design variable ex  is given as 
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The term 
ex∂

∂E  is determined by the interpolation function assumed. Details of derivations 

of 
ex∂

∂E  and the subsequent 
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K
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where m

sr is a constant for element of material m, as also detailed in the Appendix. 
 

2.1.2 Thermal conductivity 

The governing equations for the elasticity and thermal conductivity are similar. Therefore, the 
effective thermal conductivity is similar to Eq. (1) and is expressed as 
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where k is the material conductivity matrix, 0χ  is the unit temperature gradient field and χ is 
the induced temperature gradient field. As k is a diagonal matrix, it follows that 02112 == HH kk  
for 2D microstructures.  

The ‘averaged’ thermal conductivity is defined as the average of Hk11  and Hk22 , i.e. , 
H
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i
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σ  with 2/1=iic . By substituting Eq. (5), σ is expressed as 
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The sensitivity of H

ijk  with respect to the design variable ex  is given as 
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Again from the Appendix, the sensitivity of the averaged thermal conductivity is found to be 
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where m
cr is a constant for element of material m.  

 
2.2 Objective function and optimization implementation 

The optimization objective function is defined as  
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where *

uK  and *
uσ  are the upper bounds, ex  is the design variable with ex =0 (or minxxe = ) 

as material 1 and ex =1 as material 2. V is the volume fraction for material 2. sη and cη  are 



TOPOLOGY OPTIMIZATION OF COMPOSITE MATERIALS... 
 

 

401 

the weighing factors with sη + cη =1 . With cη =0, the objective function is reduced to a single 
bulk modulus case and with cη =1 it is a single thermal conductivity case. 

From the Appendix, the sensitivity of the above objective function is given as  
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where the factors of sd , m

sc , e
cd and m

cc are detailed in the appendix too. 
The BESO algorithms remain largely the same as that for the macrostructural optimization. 

Only minor additions are made such as at each iteration updating the unit strain/temperature 
gradient.  As the algorithms and its parameters have been introduced and explained at length 
in most BESO literature, they are presented here only briefly. One may refer to the most 
recent literature [ 2121] for more detailed presentations. 

The major parameters involved in BESO algorithms are the filter radius minr , the evolution 
ratio (ER) and additional ratio (AR) and the convergence τ  tolerance. The filter radius 
specifies the range within which the element sensitivity is to be smoothened. The two 
parameters of AR and ER dictate at each iteration the number of elements to be modified. The 
iteration will terminate once the target volume constraint has been reached and the objective 
function has flattened (i.e. relative difference between iterations <τ ). 

The BESO procedures are as follows. 
1. Discretize the periodic base cell with finite elements and apply boundary conditions. 
2. Apply unit strain fields/temperature gradient fields. Conduct FEM analysis to obtain the 

solution, i.e., ε and χ . 
3. Calculate the effective properties using Eqs. (1) and (5) and the objective function using (9). 
4. Calculate the sensitivity for each element using Eqs. (4), (8), or (10). Apply the filter 

technique based on the radius of minr . 
5. “Downgrade” elements of the smallest sensitivity, and “upgrade” element of the largest 

sensitivity.  
6. Update element status, and repeat steps 2 to 5 until the solution is converged. 

 
 

3. EXAMPLES 
 

Example 1: maximizing the bulk modulus  

In this example it is to maximize the bulk modulus for the microstructure consisting of two 
base materials. The elastic properties are as per the example in reference [ 1213], that is, the 

Young’s modulus is 1E =0.05, 2E =1.0 with a common Poisson’s ratio of 0.3. Their 
corresponding bulk modulus and shear modulus are 2K =5/7, 1K = 2K /20, 2G =5/13 and 

2G = 1G /20.  The volume constraint is set as V =50%, and the upper HS bound of the 
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effective bulk modulus is *
uK =0.2235. There are known optimal microstructures such as the 

single-length-scale Vigdergauz type microstructures [ 1718,19] and the two-length-scale 
polycrystal microstructures [ 1213].   

To find the optimal results using BESO, three initial domains are considered, as shown in 
Figure 1. The square design domain in Figure 1(a) is a mesh of 80×80 and the rectangular 
domain in Figure 1(b)&(c) is a mesh of 104×60. The green (dark) elements represent the 
base material 2 (which is ‘stronger’ with 2K > 1K ), and the pink (light) elements in the centre 
represent material 1. Elements of material 1 are a circular sub-domain within the ground 
structure. In this case the diameter of the circle is D=0.1 of the larger side length of the design 
domain.  

  
(a) square symmetrical square initial 

structure 
(b) 90 degree symmetrical rectangular 

domain, with aspect ratio of 3/3  
 

 
 

(c) 60 degree symmetrical rectangular 
domain, with aspect ratio of 3/3  

(c) Axis of symmetry for the rectangular 
domain in Figure (c)  

Figure 1. Initial design domain 
 
The rectangular domain in Figure 1(b) and (c) has an aspect ratio of 

3
3 . In Figure 1(b) the 

domain consists of one region of material 1 which is in the centre. In Figure 1(c), the domain 
has four additional quarter circles at each corner and the diameter is the same as the circle in 
the centre. As illustrated in Figure 1(d), this initial design is hexagonally symmetrical, which is 
to promote isotropy of the resulting design [23, 24]. 

The interpolation function for the Young’s modulus is taken as Eq. (A.1) with p=2 and 
minx =1.0e-3. The BESO parameters are ER=1%, AR=20%, minr =8 elements and τ =1%. The 

microstructures of maximum bulk modulus are presented in Figure 2. The hexagonal 
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microstructures in Figure 2(c) agree well with that obtained by Sigmund [13]. The values of 
the bulk modulus for these topologies are very close, i.e. K =0.2213, 0.2217 and 0.2208 
respectively, which are all above 98% of the HS bound. The number of iterations taken to 
reach the optimum is less than 90 in all the cases.  

 

   

 
  

















.15318 0  0.0000  0.0000
0.0000  0.2808  0.1635
0.0000  0.1635  0.2808

 

K=0.2222 
















0.1170  0.0000  0.0000
0.0000  0.3241  0.1297
0.0000  0.1297  0.2999

 

K=0.2208 
















0.0991  0.0000  0.0000
0.0000  0.3166  0.1234
0.0000  0.1234  0.3218

 

K=0.2213 
Microstructures from 

initial design(a) 
Microstructures from initial 

(b) 
Microstructures from initial 

(c) 

Figure 2. Optimal microstructures of maximum bulk modulus  
Rows are for 1×1 base cell, 3×3 base cell, effective elastic matrix and bulk modulus 

 
It is seen that the volume constraint V =50% is approached gradually as the iteration starts 

with a high volume, in this case V =90%. It is possible to start with an initial design which is 
close to the constraint volume. The volume constraints can be approximated by modifying the 
size of the circle in the initial design domain as shown in Figure 1(a). Again takeV =50% for 
example, by increasing the diameter from 0.1 to 0.8 the volume of material 2 becomes 
V =49.6% as shown in Figure 3(a). The resulting topology displays an octagonal 
microstructure which is again similar to Sigmund’s results [13]. The effective elastic matrix is 
also shown in Figure 3(a) and its corresponding bulk modulus is K=0.2216 which is very 
close to the values presented in Figure 2.  

The advantage of using an initial design of approximate volume is that the number 
iterations taken can be significantly reduced. This is demonstrated in Figure 4 where two 
initial designs are compared. Starting with a high volume, the bulk modulus decreases as a 
result of volume reduction. After the volume approaches the constraint, the change is flattened 
which indicates that the microstructure is more or less fine-tuning itself until it reaches an 
optimum. This kind of fine change is seen from the start when the initial design already 
approximates the volume constraint. The number of iterations now is close to 20, as compared 
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to 90. 

  

















0.0658  00.0000   0.000
0.0000  0.3473  0.0959
0.0000  0.0959  0.3473

 K=0.2216 

a) V =50% 

  
 

b)V =40% 

  
c) V =30% 

  
d)V =20% 

D=0.8 

1 

 
Figure 3. Octagonal microstructures of maximum bulk modulus. Columns are for initial design, 

optimal microstructure of 1×1 base cell and 3×3 base cell 

 
Compare all the topologies in Figures 2&3, it is seen that the final topology varies with the 

initial design. The effect of initial design is discussed in many literatures e.g. Refs. [15, 23] 
and it is well recognized that the solution to the topology optimization is highly non-unique.  

Three more cases of different volume constraints have been studied and the results are 
shown Figure 3. It is seen that the microstructures take the shape of an octagon and the cell 
wall becomes thinner as the volume is reduced.  
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Figure 4. Iteration histories for a) initial volume of material 2 >> volume constraint, and b) full 

Initial volume of material 2≈volume constraint 
 
Similarly, for the initial rectangular design domain as shown in Figure 1(c), the diameter of 

the five circles/quarter-circles can be modified so that the volume is close to the constraint. 
Initial designs for the above four volume constraints are shown in Figure 5. While they may 
appear more complex than a usual central-holed square, they are generated easily just by 
adding several lines in the related subroutine. It is seen that those initial designs are very 
similar to their ‘intended’ hexagonal honeycomb optimum. So it is not surprising that the 
convergence is fast. The number of iterations in all four cases is less than 15.  

In Figure 6, the above octagonal and hexagonal microstructures are compared to the HS 
bound. The values of effective bulk modulus in all cases are above 98% of the bound. The 
elastic matrix of the hexagonal microstructure with V =50% is shown in Figure 5(a) and its 
bulk modulus is very close to that of the octagonal microstructures. 

 
Example 2: Optimizing the bulk modulus and thermal conductivity 

The properties of the two base materials are as per the example of reference [15], that is, the 
Young’s modulus is 1E =1.0 and 2E =3.0 with a common Poisson’s ratio of 0.3, and the 
thermal conductivity is 1σ =3.0 and 2σ =1.0. The composite is non well ordered as each 
constituent is larger in one property but smaller in the other, i.e. ( 1E - 2E )( 1σ - 2σ )<0. This 
means that in optimization the two properties cannot approach their respective bound (e.g. HS 
bound) simultaneously.  
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Figure 5. Hexagonal microstructures of maximum bulk modulus 
 Columns are for initial design, optimal microstructure of 1×1 base cell and 3×3 base cell 
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Figure 6. Effective bulk modulus for a) octagonal microstructures, and b) hexagonal 

microstructures 
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The volume constraint in this example is set asV =50%. The interpolation function for the 
Young’s modulus is taken as Eq. (A.3) with q=1.5. The interpolation function for the thermal 
conductivity is based on the lower HS bound in Eq. (A.9b). The BESO parameters are 
ER=1%, AR=20%, minr =2 elements and τ =0.5%.  

As shown in Figure 7, the square design domain is divided by an 80×80 mesh and two 
initial designs are defined. The initial design 1 (in the first row) has material 2 as the outer 
layer and material 1 as the inclusion, and in design 2 (in the second row) the two materials are 
swapped. It is evident that design 1 has a higher bulk modulus and design 2 has a higher 
thermal conductivity.  

 

   

   
 Elastic matrix: 

















0.6018  0.0000  0.0000
0.0000   1.9331  0.5283
0.0000  0.5283   1.9331

 

Bulk modulus K=1.2307 
Thermal conductivity б =1.6689  

Figure 7. Microstructures for maximized bulk modulus ( cη =0) 
Columns are for initial design, optimal microstructure of 1×1 base cell and 3×3 base cell 

 
First we consider two single cases of maximizing the bulk modulus (Figure 7), and thermal 

conductivity (Figure 8) separately, i.e. cη =0 and cη =1. It is shown in Figure 7. that the 
microstructures from the two initial designs are identical. Similarly, the two microstructures as 
shown in Figure 8 are identical too. Also compare cη =0 with cη =1, it is noted that their 
corresponding microstructures are inversion of each other.  

The elastic matrixes, bulk modulus and thermal conductivity agree well with those 
previously reported [15]. The maximum bulk modulus obtained is 97.9% of the HS bound, 
and the maximum thermal conductivity is 99.9% of the HS bound. The number of iterations 
are less than 40 in all these cases, comparing to 25 (bulk modulus) and 80 (conductivity) in 
the same literature. 
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0.5872  0.0000  0.0000
  0.0000  1.8014  0.4955
  0.0000  0.4955  1.8014

 

Bulk modulus K=1.1485 
Thermal conductivity б =1.7996  

Figure 8. Microstructures for maximized thermal conductivity ( cη =1) 
Columns are for initial design, optimal microstructure of 1×1 base cell and 3×3 base cell 

   
a) cη =0 (Maximum K) b) cη =0.1 c) cη =0.2 d) cη =0.3 

   
e) cη =0.4 f) cη =0.5 g) cη =0.55 h) cη =0.575 

   
i) cη =0.6 j) cη =0.7 k) cη =0.8 l) cη  =0.9 

 

   

m) cη =1 (Maximumб)     
Figure 9. Microstructures for optimum of combined bulk modulus and thermal conductivity, 

based on initial design 1 
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Figure 9 presents microstructures of cη varying from 0 to 1 based on initial design 1. It is 
shown that the boundary of the two phases changes gradually to transform from a near square 
inclusion to an open cross channel. The change is very small between cη =0 to 0.2 and this is 
reflected by their corresponding points in Figure 11 which are closely spaced to each other.  
At cη = 0.3 the initial inclusion transitions to a near circular shape, then material 2 (the 
conductive phase) further infiltrates to the insulating phase orthogonally. At cη =0.55 the 
infiltration leads to the cell edge and as a result thin conductive channels are formed. The 
channels then grow larger and the conductivity is further increased until it reaches the 
maximum at cη =1.  

 

   

a) cη =0 (Maximum K) b) cη =0.1 c) cη =0.2 d) cη =0.3 

   
e) cη =0.4 f) cη =0.5 g) cη =0.55 h) cη =0.575 

   
i) cη =0.6 j) cη =0.7 k) cη =0.8 l) cη  =0.9 

 

   

m) cη =1 (Maximumб)     
Figure 10. Microstructures for combined bulk modulus and thermal conductivity, based on initial 

design 2 
 
Figure 10 presents microstructures of cη varying from 0 to 1 based on initial design 2. 
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While the topologies obtained from the above two initial designs are different, the values of 
bulk modulus and thermal conductivity are very close and the difference is less than 0.3%.  
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Figure 11. Bulk modulus vs. effective thermal conductivity for a range of cη from 0 to1 
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Figure 12. Iteration histories for a) maximum bulk modulus cη =0, b) maximum 

conductivity cη =1.0, and c) combined bulk modulus and conductivity cη =0.5 
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In Figure 11, the bulk modulus and thermal conductivity based on initial design 1 are 
plotted. It displays compromise between these two properties as cη varying from 0 to 1. In 
Figure 12, the iteration history is presented for three cases, i.e. cη =0, cη =0.5 and cη =1 based 
on initial design 2. It is seen that for cη =0 and cη =1, the bulk modulus and thermal 
conductivity increase throughout the iteration and reach their individual maximum. For the 
combined case, the conductivity is reduced while the bulk modulus is increased. As the initial 
structure is conductivity dominant, the number of iteration is the smallest for cη =1, followed 
by cη =0.5 and then cη =0.  

 
Example 3: Minimizing thermal conductivity 

The same phase materials as in example 2 are used and the thermal conductivity is to be 
minimized. The objective function takes the same form as Eqs. (9a)&(9b) with cη =1 and *

uσ  

being replaced with *
lσ  which is the lower HS bound. To implement the sensitivity analysis 

Eq. (A.9a) for the HS upper bound is used as the interpolation function.  
Starting from the initial design 2, the initial conductivity is high as the insulating phase 

(dark) is enclosed. Through some 30 iterations the insulating phase is extended to the cell 
edge which finally forms an enclosure to the conductive phase, as shown in Figure 13. It 
coincides with the topology with the maximum bulk modulus as shown in Figure 10(a). Its 
thermal conductivity is 1.669 compared to the lower bound *

lσ =1.667.  
 

  
a) Initial design b) Final design 

Figure 13. Microstructures for minimizing thermal conductivity, based on initial design 2  
 
 

4. CONCLUSION 
 

The BESO method is extended to the design of two phase composite materials with single or 
multiple objective functions considered. For optimization of single bulk modulus and single 
thermal conductivity, the results agree well with the benchmark microstructures which attain 
the HS bounds. For the two-objective optimization, the results display gradual transition of 
intermediate designs from one objective to the other. While the design topologies vary with the 
initial design in most cases, the values of the modulus/conductivity and the objective function 
are very close. The number of iterations is around 90 or around 40 depending on the initial 
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design. It is demonstrated that the BESO method is effective and efficient in optimizing the 
bulk modulus, thermal conductivity, and their combinations.  
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APPENDIX  
 

In the following presentation, it is assumed that the two base materials have 12 EE >  and 

12 kk < , and a common Poisson’s ratio v.  
 

A1. Sensitivity of bulk modulus 
Case 1: Based on SIMP[ 2, 8], the interpolation for Young’s modulus is given as 

 
 )1()( 12

pp
e ee

xExExE −+= , (A.1) 
 

where p is the penalty factor. Its derivative with respect to the design variable ex  is 
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Case 2: The interpolation based on the Eq. proposed by Stolpe and Svanberg [ 24] is given 
as 
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The factor is q is similar to the penalty used in SIMP.  Its derivative is expressed as 
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At ex =0 and ex =1, 
ex

E
∂
∂ , it can be written as function of 1E and 2E . Denoting mE to 

representing 1E or 2E where the subscript “m” means the material, it follows that   
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where m

sr is calculated from Eq. (A.2) by substituting ex =0 or ex =1 (the superscript “s” 
means stiffness) . As it is assumed that the two base material has a common Poisson’s ratio, 

i.e. 
ex

v
∂
∂ =0,  

ex∂
∂E  is function of 

ex
E

∂
∂  only and therefore the coefficient m

sr is the same in Eqs. 

(A.5b) & (A.5c). 
The sensitivity of the effective elastic tensor is given as 
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Combining the above equation. and that e
ij

ji
ij

e QcK ∑
=

=
2,1,

, it is found  
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As eK is the contribution of the eth element to the bulk module K, it is meant in Eq. (A.5) 

that the sensitivity of this element is the its contribution scaled by a factor m
sr , that is 1

sr  for all 

elements of material 1 and 2
sr  for elements of material 2. 

 
A2. Sensitivity of thermal conductivity 
The constitutive matrix for the two base materials is given as  
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where the subscript “m” denotes material 1 or 2. 

The Hashin-Shtrikman bounds [ 20] are as below 
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For the objective of maximizing the thermal conductivity, the lower bound is taken as the 

interpolation function, and vice versa. The following derivation takes the lower bound as 
example and it is equally applicable to the high bound. The simple way is to interchange 1k  
and 2k , and ex  and ex−1 . 

The derivative of the lower bound interpolation is as below 
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Similar to the derivation for the bulk modulus case, at ex =0 and ex =1, it follows that  
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m
cr  (i.e. 1

cr and 2
cr ) is calculated from Eq. (A.10a) by substituting ex =0 or ex =1. It is shown 

that the element sensitivity 
ex∂

∂σ  is equal to the element contribution eσ to the thermal 
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conductivity scaled by the factor m
cr . 

 
A3. Nomination of sensitivity for two-objective optimization 
The sensitivity of Eq. (9a) in the Section 2.2 is expressed as 
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Substituting Eqs. (A.7) & (A.11d) to the above we obtain 
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The two terms *
u

e

K
K

 and *
u

e

σ
σ

 are dimensionless and they are both less than 1 (it can be 

understood as the percentage of element contribution comparing to the bound). It is necessary 
for the Eqs. (A.13a) & (A.13b) to be in a similar order regardless of the interpolation 
functions used. This is explained through example 2 of the Section 3 where the properties are 
given as 1E =1.0 and 2E =3.0, 1k =3.0 and 2k =1.0. The derived factors are listed in Table 1. 

 
Table 1: Factors to calculate the sensitivity for bulk modulus and thermal conductivity 

Item Material 1( ex =0) Material 2( ex =1) 

Bulk modulus, 1) q=1.5 1
sr =4/5 2

sr =5/3 

Bulk modulus, 2) q=3 1
sr =1/2 2

sr =8/3 

Thermal conductivity 1
cr =-4/3 2

cr =-1 

 
In Table 1, it is shown that for the bulk modulus case, the factors 1

sr and 2
sr are changed 

with q changing from 1.5 to 3. For the conductivity case, we choose that its interpolation 
remains unchanged (that is, 1

cr  and 2
cr stay the same). Therefore the change of q is similar to 

artificially altering the proportion for the bulk modulus case. This is to be avoided and it is 
necessary to normalize factors of 1

sr , 2
sr , 1

cr  and 2
cr . The method used here is as follows. 
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1. For the bulk modulus case, find the absolute maximum of the “original” sensitivity, i.e., 

**
u

e
mm

s
u

x
K

K
Kr

K
e =∂

∂

 for both material 1 and material 2. They are written as *
11

1
u

e

s
s

K
KrmaxM =  

and *
22

2
u

e

s
s

K
KrmaxM =  respectively. Average the maximum of the two materials by 

)(
2
1

21
sss MMM += . 

2. Likewise, for the thermal conductivity case, find *
11

1
u

e

c
c rmaxM

σ
σ

=  and 

*
22

2
u

e

c
c rmaxM

σ
σ

=  and their average )(
2
1

21
ccc MMM += . 

3. Normalize *
u

x
K

K
e∂

∂

by sM , and *
u

xe

σ

σ
∂
∂

 by cM ,i.e. 

 ***
u

e
m
s

u

e

s

m
ss

u

x
K

K
K

c
K
K

M
rM

K
e ==∂

∂

 (A.1a) 

 ***
u

e
m
c

u

e

c

m
cc

u

x c
M
rMe

σ
σ

σ
σ

σ

σ

==∂
∂

, (A.14b) 

where s

m
sm

s M
rc =  and c

m
cm

c M
rc = . 

The above normalization is incorporated to Eq. (A.12). Denoting *
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